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re deployment can proceed. It is essential to 
adhere to strict standards for requirements 
verification, system validation and testing, 
and post-deployment monitoring, ideally by 
independent bodies that also check for hid-
den biases. Laws should be promoted to en-
force the need for documentation, enabling 
users to understand capabilities, limitations, 
and appropriate domains of applications. 
The traceability of the underpinning data 
on which AI models are built is critical. As AI 
impacts crucial decisions in areas like me-
dicine, the sciences, law, and finance, tran-
sparency and accountability are paramount. 
Clear avenues of accountability should be 
created as AI systems are developed and 
rolled out. Features like explainability, algo-
rithmic recourse, and avenues for redress 
empower individuals to challenge AI deci-
sions.

3.	 Trustworthiness in AI systems is vital. As 
humans spend more time interacting with AI 
systems and AI-generated content forms an 
increasingly large percentage of our infor-
mation ecosystem, the risks to democracy, 
society, and human understanding become 
critical. Governments should promote legal-
ly enforced standards for AI-generated con-
tent. Institutional structures that promote 

Artificial Intelligence (AI) is reshaping our wor-
ld, offering numerous benefits but also raising 
critical concerns to be addressed through glo-
bally coordinated and inclusive governance. 
In October 2023, the G7 leaders published the 
Hiroshima Process International Guiding Princi-
ples and its accompanying Code of Conduct for 
public and private organizations developing and 
using advanced AI systems. With the present 
joint statement, we express the position of the 
G7 Science Academies on the technical and so-
cietal concerns brought by AI with a list of re-
commendations to policymakers.

1.	 Powerful AI systems, posing potential risks 
to the public if misused, should be appro-
priately secured against cyber and physi-
cal attacks. For sensitive AI applications, 
data-protection frameworks (e.g., EU’s Ge-
neral Data Protection Regulation) commen-
surate to the level of risk and the use of pri-
vacy-enhancing technologies are essential 
to protect personal data. When interacting 
with AI systems, users need clear data pro-
tection guidance on how and for how long 
their data will be used, reused, and stored.

2.	 As AI systems become more capable and 
present greater risks to human control, for-
mal safety guarantees will be required befo-
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datasets free of copyright issues is gene-
rally a public good to be encouraged, large 
open-source AI models present a complex 
tradeoff between benefits (e.g., for pu-
blic-sector researchers and small down-
stream developers) and risks from misuse 
that are borne by the public. Decisions on 
allowing or restricting open-source disse-
mination of powerful AI systems must be 
subject to democratic oversight, and sa-
fety regulations that apply to proprietary 
systems must also apply to all instances of 
open-source systems.

7.	 The rise of Autonomous Weapons Systems 
prompts urgent ethical and military con-
cerns. Their autonomy could lower the thre-
shold for conflict, spur an arms race, and 
risk misuse by rogue regimes or terrorists. 
While some advocate banning such wea-
pons, others seek stringent regulations in 
line with International Humanitarian Law, 
ensuring human oversight. Quick action by 
society is key to addressing this important 
challenge. Public transparency and discus-
sions are crucial to navigating these chal-
lenges, aiming to uphold human values and 
international norms, as well as physical se-
curity at personal, local, national, and inter-
national levels.

8.	 Aligning AI with human values and ethics 
is required as AI systems will gain influen-
ce. Cross-sector collaboration is crucial for 
implementing ethical AI, integrating both 
technical and socio-cultural aspects while 
also taking cultural diversity into account. 
Addressing near-term risks, which may ne-
gatively impact vulnerable social groups, 
is critical to maintain trust and encourage 

accuracy and authenticity will become in-
creasingly important. Furthermore, raising 
the lifelong literacy of populations to un-
derstand how to identify and interact with 
AI-generated content will be key. Technolo-
gy developers and online media platforms 
should consider the value of digital content 
provenance systems as well as the inclusion 
of domain experts in socio-technical evalua-
tions (e.g., red teaming).

4.	 Generative AI offers vast potential in con-
tent creation and software development 
but raises questions about the protection of 
intellectual property rights when AI creates 
seemingly new content from existing works. 
The creative industries and scientific rese-
arch are among the main sectors in which 
generative AI is having a significant impact. 
The existing legal framework for copyright, 
fair use, and IP protection needs an overhaul 
for the AI age. To address these issues a mix 
of clear legislation, industry self-regulation, 
and independent oversight is required.

5.	 Large-scale AI systems demand expensive 
computational resources, creating a barrier 
to entry. Widening global access to high-per-
formance computing and establishing inter-
governmental research hubs is vital for AI’s 
equitable future. Expanding AI computa-
tional resources raises environmental con-
cerns due to rising energy consumption. 
Sustainable design in data centres, strate-
gic locations for efficient energy and coo-
ling, together with novel energy-efficient 
AI techniques are crucial to aligning AI with 
environmental ethics.

6.	 Whereas open-sourcing of well-curated 
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rative approach across different academic 
disciplines, including the humanities and 
social sciences, to understand and shape 
the complex socio-technical system within 
which AI operates and devise appropria-
te governance arrangements. By blending 
technical and non-technical views, we can 
address AI challenges like bias and fairness, 
ensuring inclusive, robust, transparent, and 
equitable deployment of AI.

12.	 Education should clarify AI’s capabilities, 
debunk myths, and weigh its pros and cons. 
Citizens should be technically literate and 
aware of AI’s social and ethical implications. 
Public dialogue, facilitated by various sta-
keholders, allows individuals to shape AI 
policies actively and align AI with the public 
interest. The risks and opportunities of inte-
grating powerful AI systems into the educa-
tional framework should be carefully balan-
ced.

the adoption of beneficial technologies. 
The economic and social costs of alignment 
should be transparent and included in the 
decision-making process regarding when 
and how AI systems are used.

9.	 Effective stewardship is pivotal for even AI 
benefits distribution. Increasingly capable 
AI systems will have a significant impact on 
labour markets, and a joint approach with 
governments, industry, educators, and civil 
society is essential for ensuring the equi-
table distribution of the benefits. Govern-
ments should consider incentives for so-
cially useful AI systems that address unmet 
needs rather than simply replacing humans 
in existing roles. Policies should prioritize the 
development of AI systems that address the 
most important challenges for the planet, 
society, and the economy.

10.	 Cooperation between the public and private 
sectors enhances responsible AI develop-
ment. While private entities innovate rapidly, 
public institutions offer regulatory and ethi-
cal frameworks and promote independent 
long-term research for the benefit of huma-
nity. Exchanging talent merges best practi-
ces and goals. This synergy combines inno-
vation with accountability, optimizing AI’s 
societal benefits, and it is best served when 
society, through regulators and democratic 
processes, draws the red lines of what is 
acceptable or not, and developers take the 
onus to demonstrate that their systems do 
not cross these red lines.

11.	 The responsible and safe development and 
deployment of AI is not solely a scientific 
and technical matter: it requires a collabo-
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