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Abstract
The aim goal of this paper is to study the notion of regional boundary observability of parabolic linear systems

with constraints on the gradient. We shall explore an approach based on the Hilbert Uniqueness Method (HUM)

that can reconstruct the initial gradient state between tow prescribed functions f1 and f2 on a part Γ of the boundary

∂Ω without the knowledge of the state. Finally, numerical results are illustrated.

Introduction

In system theory, the observability is related to the possibility of reconstruction of the initial state

from the measurements taken of the system by the means of tools called sensors.

The concept of enlarged observability is a special case of the observability, which the aim is to recon-

struction the initial (state or gradient) between two prescribed functions.

The are many reasons for introducing this concept :

• The mathematical model of real systems is obtained from measures or for approximations. Then,

the solution for such system is approximately known and required to be only between two bounds.

• The observation error is smaller than in general case and the initial conditions to be reconstructed

are to be between some constraints.

• This problem is encountered in various real problems where the reconstructed state is required only

to be between two levels.

Considered systems

Let Ω be an open bounded subset of Rn (n ≥ 2), with a regular boundary ∂Ω. For T > 0, let’s

consider QT = Ω×]0, T [ and ΣT = ∂Ω×]0, T [. We consider the following parabolic system :



∂y(x, t)

∂t
= Ay(x, t) in QT

y(x, 0) = y0(x) in Ω
y(ξ, t) = 0 on ΣT

(1)

where A is a second-order linear differential operator which generates a strongly continuous semi-

group (S(t))t≥0 in the Hilbert space L2(Ω). We assume that the initial state y0 and its gradient ∇y0
are unknown with y0 ∈ H2(Ω) ∩H1

0(Ω). The measurement are obtained by the output function :

z(t) = Cy(., t), t ∈]0, T [ (2)

where C : D(C) ⊆ H2(Ω) ∩H1
0(Ω) −→ R

q is linear (possibly unbounded) operator and depend on

the structure and the number q of the considered sensors. The observation space is O = L2(0, T ;Rq).

Materials and Definitions

We consider the following operators :

• The observability operator

K : H2(Ω) ∩H1
0(Ω) −→ O

z 7−→ CS(.)z

• The Gradient operator

∇ : H2(Ω) ∩H1
0(Ω) −→ (L2(Ω))n

y 7−→ ∇y =

(
∂y

∂x1
, ...,

∂y

∂xn

)

• The trace operator, is defined by

γ : (L2(Ω))n −→ (H1/2(∂Ω))n

with γ
0
: L2(Ω) −→ H1/2(∂Ω), the trace operator of order zero.

• For Γ ⊆ ∂Ω, the restriction operator is given by

χ
Γ
: (H1/2(∂Ω))n −→ (H1/2(Γ))n

y 7−→ χ
Γ
y = y|Γ

Let (αi(.))
n
i=1 and (βi(.))

n
i=1 be two functions defined in (H1/2(Γ))n such that αi(.) ≤ βi(.) a.e. on Γ

for all 1 ≤ i ≤ n. Throughout the paper we set

[α(.), β(.)] =
{
(y1, ..., yn) ∈ (H1/2(Γ))n |αi(.) ≤ yi(.) ≤ βi(.) a.e. on Γ ∀ i ∈ {1, ..., n}

}

Definition 1. The system (1)-(2) is said to be [α(.), β(.)]-gradient observable on Γ if

Im(χ
Γ
γ∇K∗) ∩ [α(.), β(.)] 6= ∅

Proposition 1. We have the equivalence between the following statements.

1. The system (1)-(2) is [α(.), β(.)]-gradient observable on Γ.

2.Ker(K∇∗γ∗χ∗
Γ
) ∩ [α(.), β(.)] = {0}.

Main Problem

Can we reconstruct the initial gradient state, supposed unknowns ∇y10 = χ
Γ
γ
0
∇y0 the trace of ∇y0

between two functions αi(.) and βi(.) on the subregion Γ ⊆ ∂ω ∩ ∂Ω for all 1 ≤ i ≤ n?

HUM Approach

Let r > 0 be arbitrary and sufficiently small, and consider

Fr =
⋃

z∈Γ

B(z, r) and ωr = Fr ∩ Ω

withB(z, r) is the ball of radius r centered in z. Let (α′i(.))
n
i=1 and (β′i(.))

n
i=1 be two functions defined

in (L2(ωr))
n such that α′i(.) ≤ β′i(.) in ωr for all 1 ≤ i ≤ n, we have

[α′(.), β′(.)] =
{
(y1, ..., yn) ∈ (L2(ωr))

n |α′i(.) ≤ yi(.) ≤ β′i(.) a.e. in ωr ∀ i ∈ {1, ..., n}
}

Then we have the result.

Proposition 2. If αi(.) (respectively βi(.)) is the restriction of the trace of α′i(.) (respectively β′i(.))
and if the system (1)-(2) is [α′(.), β′(.)]- gradient observable in ωr, then it is [α(.), β(.)]-gradient ob-

servable on Γ.

Let the initial gradient state decomposed in the following form :

∇y0 =

{
∇y20 in [α′(.), β′(.)]

∇y30 in (L2(ωr))
n\[α′(.), β′(.)].

In the sequel our subject is the reconstruction of the component ∇y20 between α′i(.) and β′i(.) in ωr
and deduce its trace ∇y10 between αi(.) and βi(.) on Γ for all 1 ≤ i ≤ n.

We consider the system (1) supposed observed by an internal pointwise sensor (b, δb), let’s consider

the set G be defined by:

G = {h ∈ (L2(Ω))n | h = 0 in (L2(ωr))
n\[α′(.), β′(.)]} ∩ {∇f | f ∈ H2(Ω) ∩H1

0(Ω)}. (3)

For θ0 ∈ H2(Ω) ∩H1
0(Ω), we consider the system





∂θ(x, t)

∂t
= Aθ(x, t) in QT

θ(x, 0) = θ
0
(x) in Ω

θ(ξ, t) = 0 on ΣT ,

(4)

For θ̃0 ∈ G, there exists a unique θ0 ∈ H2(Ω) ∩ H1
0(Ω) such that θ̃0 = ∇θ0. Then we consider the

semi-norm on G be defined by

θ̃0 7−→ ‖θ̃0‖G =



∫ T

0




n∑

k=1

∂θ

∂xk
(b, t)




2

dt




1

2

. (5)

We consider the retrograde system :



−
∂φ(x, t)

∂t
= A∗φ(x, t) +

n∑

k=1

∂θ

∂xk
(b, t)δ(x− b) in QT

φ(x, T ) = 0 in Ω
∂φ(ξ, t)

∂νA∗
= 0 on ΣT ,

(6)

Let the operator Λ be defined by :

Λ : G −→ G∗

θ̃0 −→ Λθ̃0 = P(Φ(0)),
(7)

where P denoted the projection operator and Φ(0) = (φ(0), ..., φ(0)).
Let’s consider the system :




−
∂ψ(x, t)

∂t
= A∗ψ(x, t) +

n∑

k=1

∂y

∂xk
(b, t)δ(x− b) in QT

ψ(x, T ) = 0 in Ω
∂ψ(ξ, t)

∂νA∗
= 0 on ΣT .

(8)

If θ̃0 is chosen such that ψ(0) = φ(0) in ωr, then the system (8) could be seen as an adjoint of the

system (1) and our problem of the regional boundary observability with constraints on the gradient

turns up to solve the equation

Λθ̃0 = P(Ψ(0)), (9)

where Ψ(0) = (ψ(0), ..., ψ(0)), with ψ is the solution of the system (8).

Proposition 3. If the system (1) together with the output (2) is [α′(.), β′(.)]-gradient observable in

ωr, then the equation (9) admits a unique solution θ̃0 ∈ G, and the boundary initial gradient state to

be observed between αi(.) and βi(.) on Γ for all 1 ≤ i ≤ n, is given by : ∇y10 = χ
Γ
γ∇θ0.

Simulation results

Let’s consider the following two-dimensional system in Ω =]0, 1[×]0, 1[ excited by a pointwise sensor:



∂y

∂t
(x1, x2, t) = 0.01

[
∂2y

∂x21
(x1, x2, t) +

∂2y

∂x22
(x1, x2, t)

]
in QT

y(x1, x2, 0) = y0(x1, x2) in Ω
y(ξ, η, 0) = 0 on ΣT .

(10)

The initial gradient state to be observed on Γ be given by:
{
y1(x1, x2) = 2x1x

2
2 − 2x1x2 − x22 + x2,

y2(x1, x2) = 2x21x2 − 2x1x2 − x21 + x1.

We obtain the following results:

These figures show that the initial state gradient estimated is between αi(.) and βi(.) on the subre-

gion Γ, then the location of the sensor is [α(.), β(.)]-gradient strategic on Γ. The initial gradient state

is estimated with a reconstruction error ‖y0 − yoe‖
2 = 3.25× 10−4.

Forthcoming Research

• Study the concept of enlarged observability for a class of parabolic and hyperbolic semi-linear

systems.
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Abstract

In System Theory, regional controllability has been studied for distributed parameters systems described by partial differential equations. The purpose of this work is to review this concept for

more general spatially extended systems. By means of Cellular Automata (CA) models, we show how we can reach a desired state when it is defined only on a given part of the domain, by

acting on its boundaries. We first investigate the one-dimensional case and prove the regional controllability for linear CAs. The results which are illustrated by examples will be extended to the

2D-case. The Master/Slave synchronization method will be applied.

Keywords: Spatially extended systems, Regional controllability, Cellular automata, Synchronization.

1. Introduction

The System Analysis consists of the study of such concepts which allow to a better compre-

hension, one of the important problems is the problem of controllability which consists of the

possibility of transferring the state of the system in finite time from initial state to a desired

state in sub region ω of the whole domain Ω. An extension which is so important is that of the

notion of Regional Controllability in which we are interested in this work.

2. Objectives

• Find the control which we need to apply on the boundaries of a linear Cellular automata to

achieve the desired state for given time, such that sT = sd.

• Find the optimal control which leads the state of the system to a desired state in minimum

time.

Definition 1 We Consider a given region ω ∈ Ω, of positive Lebesgue measure and let pω the

restriction map defined by:

pω : L2(Ω) → L2(ω)

z → pωz = z|ω

Definition 2 The system is said to be exactly controllable on ω (or exactly ω−controllable) if

it exists a control u ∈ L2(0, T ;Rp) such that: pωz(T, u) = zd
Where zd is the desired state.

3. Algorithm Steps

• Enter the CA dimension,

• Enter the parameters related to the linear rule,

• Initialization of the CA configuration except on the boundaries,

• Enter the time where we want to reach the desired state,

• Enter the parameters related to the region,

• Enter the desired state,

• According to the cell max position in the region ω and using the fact that each cell depends

linearly on another cell in its neighbourhood at previous time, go up to search the line of

cell in the boundaries which mean where we apply control u0 on which the cell with max

position in the region depend linearly,

• Depending on the line and the column of cell in control vector u0, do the evolution of cellular

automata top part which does not depend on the control choice,

• Go back on time to determine the cells states in control vector which are depending on the

desired state,

• Do the evolution of cellular automata inferior part which depends on the changes in the

control vector.

4. Results

Example of rule 150:

We consider 1D linear CA which is consisting of p = 40 cells noted ci, i = 1, . . . , p. Each cell can take a value from the set of states {0, 1}. The transition of the cell state is performed according

to the neighbourhood v(ci) = {ci−1, ci, ci+1}, with the rule given by: st+1(ci) = st(ci−1)⊕ st(ci)⊕ st(ci+1). We search about the optimal control which we need to apply for getting the desired state

in the region ω = {c16, . . . , c25} such as ∀16 ≤ i ≤ 25, sTmin
(ci) = 1. We distinguish three cases:

From the left From the right From two sides

Figure 1: Controllability in the case of rule 150

Example of rule 90:

We consider 1D linear CA which is consisting of p = 24 cells noted ci, i = 1, . . . , p. Each cell can take a value from the set of states {0, 1}. The transition of the cell state is done according to

the neighbourhood v(ci) = {ci−1, ci, ci+1}, with the rule is given by: st+1(ci) = st(ci−1) ⊕ st(ci+1). We search about the optimal control which we need to apply for getting the desired state in the

region ω = {c10, . . . , c16} such as ∀10 ≤ i ≤ 16, sTmin
(ci) = 1. We distinguish three cases:

From the left From the right From two sides

Figure 2: Controllability in the case of rule 90

5. Conclusion

• In this work, we investigated the interesting problem of Boundary Regional Control of CA.

We focussed on linear rules in the 1D case. A more exhaustive study is needed in order to

find a general framework for Boundary Regional control of CA. We are currently working

on the 2D case and nonlinear/chaotic CA rules.
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Abstract
The purpose of this presentation is to prove a fixed point theorem for a probabilistic k-contraction

restricted to two nonempty closed sets of a probabilistic metric spaces.

Introduction

Fixed points theory plays a basic role in applications of many branches of mathematics. Find-
ing a fixed point of contractive mappings becomes the center of strong research activity.
After that, based on this finding, a large number of fixed point results have appeared in recent
years. Generally speaking, there usually are two generalizations on them, one is from spaces,
the other is from mappings.
Concretely, for one thing, from spaces, for example, the concept of a probabilistic metric
spaces was introduced in 1942 by Karl Menger [1], indeed, he proposed replacing the dis-
tance d(p,q) by a real function Fpq whose valueFpq(x) for any real number x is interpreted as
the probability that the distance between p and q is less than x.
For another thing, from mappings, for instance, let A and B be nonempty subsets of a metric
space (M,d) and let f : A∪B→ A∪B be a mapping such that:
(1) f (A) ⊆ B and f (B) ⊆ A.
(2) d(f x, f y) ≤ kd(x,y), ∀x ∈ A, ∀y ∈ B, where k ∈ [0,1).
If (1) holds we say that f is a cyclic map and if (1) and (2) hold we say that f is a cyclic
contraction [2].

1 Preliminaries

Definition 1.1. A distance distribution function (briefly, a d.d.f.) is a nondecreasing function F
defined on +∪ {∞} that satisfies f (0) = 0 and f (∞) = 1, and is left continuous on (0,∞). The set of
all d.d.f’s will be noted by ∆+; and the set of all F in ∆+ for which lim

t→∞
f (t) = 1 by D+.

For any a in R
+∪ {∞}, εa, the unit step at a, is the function given by:

for 0 ≤ a <∞

εa(x) =

{

0 if 0 ≤ x ≤ a
1 if a < x ≤∞

and

ε∞(x) =

{

0 if 0 ≤ x ≤∞
1 if x =∞

Note that εa ≤ εb if and only if b ≤ a; that εa is in D+ if 0 ≤ a <∞; and that ǫ0 is the maximal
element, and ǫ∞ the minimal element, of ∆+.

Definition 1.2.Consider f and g be in ∆+, h ∈ (0,1], and let (f ,g ;h) denotes the condition

0 ≤ g(x) ≤ f (x + h) + h,

for all x in (0, 1h).
The modified Levy distance is the function dL defined on ∆+ ×∆+ by
dL(f ,g) = inf {h : both conditions (f ,g ;h) and (g, f ;h)
hold}.
Note that for any f and g in ∆+, both (f ,g ;1) and (g, f ;1) hold, hence dL is well-defined and
dL(f ,g) ≤ 1.

Lemma 1.1. The function dL is a metric on ∆+.

Definition 1.3. A sequence {Fn} of d.d.f’s is said to converge weakly to a d.d.f. F if and only if the
sequence {Fn(x)} converges to F(x) at each continuity point x of F.

Lemma 1.2. Let {Fn} be a sequence of functions in ∆+, and let F be in ∆+. Then {Fn} converges
weakly to F if and only if dL(Fn,F)→ 0.

Lemma 1.3. The metric spaces (∆+,dL) is compact, and hence complete.

Lemma 1.4. For any F in ∆+ and t > 0,

F(t) > 1− t if f dL(F,ε0 < t).

Lemma 1.5. If F and G are in ∆+ and F ≤ G then dL(G,ε0) ≤ dL(F,ε0).

Definition 1.4.A triangular norm (briefly, a t-norm) is a binary operation T on [0,1] such that:

T (x,y) = T (y,x), (commutativity)

T (x,y) ≤ T (z,w), whenever x ≤ z, y ≤ w,

T (x,1) = x, (1 is an identity element)

T (T (x,y), z) = T (x,T (y,z)), (associativity).

Example 1.1. The following t-norms are continuous:
(i) The t-norm minimum M(x,y) =Min(x,y).
(ii) The t-norm product

∏

(x,y) = xy.
(iii) The t-norm W , W (x,y) =Max(x + y − 1,0).

Definition 1.5.A triangle function is a binary operation τ on ∆+ that is commutative, associative,
and nondecreasing in each place, and has ε0 as identity.

Example 1.2. If T is left continuous, then the binary operation τT on ∆+ defined by:

τT (F,G)(x) = sup{T (F(u),G(v)) : u + v = x},

is a triangle function.

Lemma 1.6. If T is continuous, then τT is continuous .

Definition 1.6. A probabilistic metric space (briefly a bms ) is a triple (M,F,τ) where M is a
nonempty set, F is a function from M ×M into ∆+, τ is a triangle function, and the following con-
ditions are satisfied
for all p,r;q ∈ S
(i) Fpp = ε0,
(ii) Fpr = ε0 ⇒ p = r,
(iii) Fpr = Frp

(iv) Fpr ≥ τ(Fpq,Fqr) .
If τ = τT for some t-norm T , then (M,F,τT ) is called a Menger space.

It should be noted that if T is a continuous t-norm, then (M,F) satisfies (iv) under τT if and
only if it satisfies

(v) Fpr(x + y) ≥ T (Fpq(x),Fqr(y)),

for all p,r;q ∈M and for all x,y > 0, under T .

Definition 1.7. Let (M,F) be a probabilistic semimetric space (i.e., (i), (ii) and (iii) of Definition
2.6 are satisfied). For p in M and t > 0, the strong t-neighborhood of p is the set

Np(t) = {q ∈M : Fpq(t) > 1− t}.

The strong neighborhood system at p is the collection ℘p = {Np(t) : t > 0}, and the strong neighbor-
hood system for M is the union ℘ =

⋃

p∈M℘p.

An immediate consequence of Lemma 2.4 is

Np(t) = {q ∈M : dL(Fpq, ε0) < t}.

In probabilistic semimetric space, the convergence of sequence is defined in the way

Definition 1.8. Let {xn} be a sequence in a probabilistic semimetric space (M,F). Then
(1) The sequence {xn} is said to be convergent to x ∈ M , if for every ǫ > 0, there exists a positive
integer N (ǫ) such that Fxnx

(ǫ) > 1− ǫ whenever n ≥N (ǫ).
(2) The sequence {xn} is called a Cauchy sequence, if for every ǫ > 0 there exists a positive integer
N (ǫ) such that n, m ≥N (ǫ)⇒ Fxnxm

(ǫ) > 1− ǫ .
(3) (M,F) is said to be complete if every Cauchy sequence has a limit.

Proposition 1.1. Let {xn} be a sequence in a probabilistic semimetric space (M,F) and x ∈M .
1− {xn} is convergent to x, if either
- lim
n→∞

Fxnx
(t) = 1 for all t > 0, or

- for every ǫ > 0 and δ ∈ (0,1), there exists a positive integer N (ǫ,δ) such that Fxnx
(ǫ) > 1−δ, when-

ever n ≥N (ǫ,δ).
2− {xn} is Cauchy sequence, if either
- lim
n,m→∞

Fxnxm
(t) = 1 for all t > 0, or

- for every ǫ > 0 and δ ∈ (0,1), there exists a positive integer N (ǫ,δ) such that Fxnxm
(ǫ) > 1 − δ,

whenever n, m ≥N (ǫ,δ).

Scheizer and Sklar [3] proved that if (M,F,τ) is a probabilistic metric space with τ is contin-
uous, then the family I consisting of ∅ and all unions of elements of this strong neighborhood
system for M determines a Hausdorff topology for M .
Consequently, in such space we have the following assertions
(a) (M,F,τ) is endowed with the topology I is a Hausdroff topological space.
(b) There exists a topologyΛ on S such that the strong neighborhood system ℘ is a basis forΛ.

Let f a self map on M . Power of f at p ∈ M are defined by f 0p = p and f n+1p = f (f np),
n ≥ 0. We will use the notation pn = f np, in particular p0 = p, p1 = f p.
The letter Ψ denotes the set of all function ϕ : [0,∞)→ [0,∞) such that

0 < ϕ(t) < t and limn→∞ϕ
n(t) = 0 f or each t > 0

Definition 1.9. [4] We say that a t-norm T is of H-type if the family {T n(t)} is equicontinuous at
t = 1, that is,
∀ǫ ∈ (0,1),∃λ ∈ (0,1) : t > 1−λ⇒ T n(t) > 1− ǫ, ∀n ≥ 1
Where T 1(x) = T (x,x), T n(x) = T (x,T n−1(x)), for every n ≥ 2.

The t-norm TM is a trivial example of t-norm of H-type.

Definition 1.10. [5] Let ϕ : [0,∞)→ [0,∞) be a function such that ϕ(t) < t for t > 0, and f be a
selfmap of a probabilistic metric space (M,F,τ). We say that f is ϕ-probabilistic contraction if

Ff pf q(ϕ(t)) ≥ Fpq(t).

for all p,q ∈M and t > 0,

Theorem 1.1. [6] Let (M,F,τT ) be a complete probabilistic metric space under a continuous t-norm
T of H-type such that RanF ⊂ D+. Let f : M →M be a ϕ-probabilistic contraction where ϕ ∈Ψ.
Then f has a unique fixed point x, and, for any x ∈M , lim

n→∞
f n(x) = x.

2 Cyclical contractive conditions in probabilistic metric

spaces

Theorem 2.1. Let (M,F,τT , ) be a complete probabilistic metric space under a continuous t-norm T
of H-type such that RanF ⊂D+. Let f :M→M be a continuous mapping and satisfies

Ff pf 2p(kt) ≥ Fpf p(t).

f or all p ∈M and t > 0 where k ∈ (0,1).
Then f has a fixed point in M .

Theorem 2.2. Let (M,F,τT , ) be a complete probabilistic metric space under a continuous t-norm
T of H-type such that RanF ⊂ D+. Let A and B be nonempty closed subsets of M and let
f : A∪B→ A∪B be a mapping and satisfies:
(1) F(A) ⊂ B and F(B) ⊂ A.
(2) Ff pf q(kt) ≥ Fpq(t), ∀p ∈ A and ∀q ∈ B, where k ∈ (0,1).
Then f has a unique fixed point in A∩B.
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Abstract

In this paper, we examine the remediability problem for a class of hyperbolic systems with an input

delay. The problem consists to compensate the disturbance effect in finite time T. We demonstrate

how to find the optimal control ensuring the exact remediability of a known or unknown disturbance.

We give the main properties and characterization results for such systems according to the delay

concept.

Introduction

The delay phenomenon and its characteristics are natural and appear obviously in various domains

such as biology, economics and population dynamics. The modeling of time delay process involves

the past informations (history) for predicting the future behavior of the system. Delay systems or

also called hereditary systems, belong to the class of functional differential equation with an infinite

dimension.

This paper concerns the problem of exact remediability for a class of delayed hyperbolic systems.

The considered problem consists to find an input operator B ensuring the compensation of any dis-

turbance f (generally detected through the observation), i.e. bringing at the final time T , the output

equation to the normal observation (with f = 0). This problem was explored for various types of

systems without delay (parabolic or hyperbolic, distributed or lumped, discrete or continuous) and

also for the parabolic case with constant or time-variant delay.

We introduce at first, the problem statement of the hyperbolic system and its reformulation structure

to a linear model, then we illustrate the resolution prototype using the semigroups theory. We ex-

amine thereafter the corresponding compensation problem with numerical results in the case of one

dimension wave equation.

Main Objectives

1. Linearize the hyperbolic equation (wave equation).

2. Resolve the corresponding system, i.e. to give the output result of the linearized system.

3. Define the corresponding compensation problem (or the exact remediability concept).

4. Find the input operator ensuring the compensation problem.

5. Prove the results (example and numerical results).

Problem statement and considered system

We consider the system described by the following equation:





∂2x

∂t2
(ξ, t) = ∆x(ξ, t) + Bu(t− h) + f (t) Ω×]0, T [

x(ξ, 0) = 0;
∂x

∂t
(ξ, 0) = 0 Ω

x(η, t) = 0 ∂Ω×]0, T [

u(α) = φ(α) α ∈ [−h, 0], h ≥ 0

(1)

augmented with the output equation:

y(t) =



C1x(., t)

C2
∂x

∂t
(., t)


 (2)

where C1 ∈ L(L2(Ω), Y1) and C2 ∈ L(L2(Ω), Y2). Let A be the operator defined by Aψ = ∆ψ for

ψ ∈ D(A) = H2(Ω)
⋂
H1
0(Ω), and z =

(
x
ẋ

)
on Z = H1

0(Ω)× L2(0, T ; Ω), with the inner product:

< ψ,ψ′ >=< (−A)1/2ψ1, (−A)
1/2ψ′1 >Ω + < ψ2, ψ

′
2 >Ω

for ψ =< ψ1, ψ2 >∈ Z. The system (1) is equivalent to:

{
ż(t) = Az(t) + But + F(t); 0 < t < T

z(0) = 0
(3)

where F =

(
0
f

)
∈ Z, B =

(
0
B

)
∈ L(U,Z) with U = U1 × U2 and the input restriction

ut ∈ L2(−h, 0; U) is given by:

ut(α) = u(t + α); α ∈ [−h, 0] (4)

The operator A is defined by:

A =

(
0 I
A 0

)
(5)

with D(A) = D(A)×H1
0(Ω). A generates a strongly semigroup defined by (see [1] and [3]):

S(t)

(
z1
z2

)
=




+∞∑
n=1

rn∑
j=1

[< z1, ϕnj >L2(Ω) cos(
√
−λnt)

+
1

√
−λn

< z2, ϕnj >L2(Ω) sin(
√
−λnt)]ϕnj

+∞∑
n=1

rn∑
j=1

[−
√
−λn < z1, ϕnj >L2(Ω) sin(

√
−λnt)

+ < z2, ϕnj >L2(Ω) cos(
√
−λnt)]ϕnj




(6)

where (ϕnj)j=1,...,rn is a complete orthogonal system of eigenfunctions of A, associated to the eigen-

values (λn)n≥1 such that 0 > λ1 > λ2 > ...λn; rn is the multiplicity of λn.

To express the restriction input, we consider the left-shift semigroup describing the input solution (for

more details, one can see [2], [4] and [5]):




Q :=

∂

∂α
D(Q) := φ ∈ W 1,2(−h, 0; U) : φ(0) = 0

where φ define the input history. (Q,D(Q)) generates a strongly continuous semigroup:

(Ψ(t)φ)(α) =

{
0 t + α ≥ 0

φ(t + α) t + α ≤ 0
α ∈ [−h, 0] (7)

We define the linear operator:

(Φ(t)u)(α) =

{
u(t + α) t + α ≥ 0

0 t + α ≤ 0
α ∈ [−h, 0] (8)

The input control ut introduced in equation (4) is given by (see [6]):

ut(α) = (Ψ(t)φ)(α) + (Φ(t)u)(α)

At the final time T sufficiently large, the output, also noted yu,f , defined as follows:

y(T ) =




+∞∑
n=1

rn∑
j=1

∫ T

0

[
1

√
−λn

< BΦ(s)u + f (s), ϕnj > sin(
√

−λn(T − s))

]
dsC1ϕnj

+∞∑
n=1

rn∑
j=1

∫ T

0

[
< BΦ(s)u + f (s), ϕnj > cos(

√
−λn(T − s))

]
dsC2ϕnj




(9)

In this case, we define the remediability problem as follows:

For F ∈ L2(0, T ;Z) does a control u ∈ L2(0, T ;U) ensuring at the final time T , the compensation of

the effect of F on the observation, i.e.: y(T ) = 0. If u exists, is it optimal?

Compensation problem

The problem now consists to find the minimum energy control ensuring the exact remediability, i.e.:

min
v∈C

J(v) = ‖u‖2L2(0,T ;U) (10)

where

J(u) = ‖u‖2L2(0,T ;U) =

(∫ T

0
‖u(t)‖2U

)1

2

and

C = {u ∈ L2(0, T ;U), u satisfies y(T ) = 0}

then, for F ∈ L2(0, T ; Z), does a control u ∈ L2(0, T ; U) such y(T ) = 0 is verified? If u exists, is it

optimal? i.e. u is the solution of (10).

Under the weak remediability hypothesis, we show that the optimal control is given by:

uθf(s) =
+∞∑
n=1

rn∑
j=1

[
√
−λn < C∗

1θf1, ϕnj > sin(
√
−λn(T − s− α))

− < C∗
2θf2, ϕnj > cos(

√
−λn(T − s− α))] B∗ϕnj

(11)

where θf =

(
θf1
θf2

)
= C∗(CHH∗C∗)−1

(∫ T

0
CS(T − r)f (r)dr

)
and the delay α = −h.

The usual case of actuators and sensors is also examined. Indeed, if the corresponding system is

excited by p actuators (Ωi, gi)1≤i≤p, the control space is defined by U = R
p and the operator B is

given by

B : R
p → L2(Ω)

u(t) →
p∑
i=1

giui(t− h)
(12)

where u(t) = (u1(t− h), ..., up(t− h))tr ∈ L2(0, T ;Rp) with the constant delay h. The adjoint B∗ of

B is then given, for all x ∈ L2(Ω), by:

B∗x = (< g1, x >, ..., < gp, x >)
tr, B∗ =

(
0 B∗

)

Now we consider the input restriction ut ∈ L2(−h, 0;Rp) defined as follows:

ut = (ut,1, ut,2, ..., ut,p)
tr

where

ut,i(α) = ui(t + α); α ∈ [−h, 0]

then But can be written:

But =

p∑

i=1

giut,i

Now, if the output of the system is given by q1 and q2 sensors (Di, ri)1≤i≤q1 and (D′
i, ki)1≤i≤q2, we

have respectively:



C1z1 = (< r1, z1 >, ..., < rq1, z1 >)
tr and C2z2 = (< k1, z2 >, ..., < kq2, z2 >)

tr. Then at the final

time T , the output is given by:

y(T ) =




+∞∑
n=1

rn∑
j=1

∫ T

0


 1
√
−λn

<

p∑

i=1

giui(T − h) + f (s), ϕnj > sin(
√

−λn(T − s))


 dsC1ϕnj

+∞∑
n=1

rn∑
j=1

∫ T

0


<

p∑

i=1

giui(T − h) + f (s), ϕnj > cos(
√
−λn(T − s))


 dsC2ϕnj




Here also, we examine the existence of an optimal control ensuring the compensation of a disturbance

f , i.e. y(T ) = 0. It is given by:

uθf(s) =
+∞∑
n=1

rn∑
j=1

[
√
−λn < C∗

1θf1, ϕnj > sin(
√
−λn(T − s + h))

− < C∗
2θf2, ϕnj > cos(

√
−λn(T − s + h))] B∗ϕnj

(13)

Application and numerical simulations

As an application, we consider the case where Ω =]0, 1[ and the system is excited by a one actuator

(Ω, g). We assume that the observation is given by two sensors (D, r) and (D′, k); i.e. y(t) = Cz(t)

or yu,f =

(
y1,u,f
y2,u,f

)
is the observation corresponding to the control u and the disturbance f . Hence

y1,u,f = 〈r, x(., t)〉 and y2,u,f = 〈k,
∂x

∂t
(., t)〉, and the corresponding optimal control is given by:

uθf(s) =
∑

n≥1

(
nπ〈r, ϕn〉〈g, ϕn〉 sin(nπ(T − s− h))θf1

+〈k, ϕn〉〈g, ϕn〉 cos(nπ(T − s− h))θf2

) (14)

where ϕn(.) =
√
2 sin(nπ.). In the particular situation where r = k = g = ϕ1, we have:

uθf(s) = sin(π(T − s− h))θf1 + cos(nπ(T − s− h))θf2 (15)

We give hereafter respectively the two component y1 and y2 of the observation y with f = exp(t):

Figure 1: y1 for T = 5

Figure 2: y2 for T = 5

Similarly, we observe the output where f (t) =
√
t and T = 5:

Figure 3: y1 for T = 5

Figure 4: y2 for T = 5

Conclusion

This paper is an extension of the remediability concept in the case of delayed input. The purpose is

to study the possibility to find a convenient input operator (actuators), with respect to the output one

(sensors) ensuring the compensation of any (or a class of) disturbance(s) at the final time T . There-

fore, the main properties and characterization results are presented and examined in the usual situation

of a one dimension wave equation. We also show how to obtain the optimal control (minimum en-

ergy) ensuring the compensation (exact remediability) of a disturbance f . These results depend on

the hyperbolic aspect of the considered system and naturally on the applied delay operator.

To conclude, the compensation problem for a class of dynamical delay systems with disturbance is

a contemporary target in scientific research. Various works are developed, but many other complex

systems are still arousing further investigation.
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Abstract 

In this paper, we present an adaptive Extremum seeking control scheme for a mass structured cell population balance model in a bioreactor. We assume limited knowledge of the reaction kinetics and the objective 

function. An adaptive Extremum seeking control is designed to steer the system states to the equilibrium number of cells of the reaction mixture. Lyapunov’s stability theorem is used in the design of the Extremum

seeking controller structure. Under mild assumptions the resulting controller steer the optimum of an objective function. 

 

Key words:  Extremum Seeking, Lyapunov function, Adaptive control, Nonlinear Systems. 

 

 

Introduction                                                                                                                                                    Extremum Seeking control problem 

 

The majority of control schemes is focused on regulation and tracking of system states to known set points or trajectories.                      

The objective of Extremum seeking is to seek the operating set points that maximize or minimize an objective 

function, add to this that Extremum-seeking control is a class of adaptive control that deals with regulation to unknown 

set-points. The controller seek the operating set-points that optimize a performance function. The uncertainty 

associated with the function makes it necessary to use some sort of adaptation to search for the optimal operating 

conditions. Many successful applications of Extremum control approaches have seen light in the literature. In this 

study, we investigate an Extremum seeking scheme for a mass structured cell population balance model in a bioreactor. 

Only limited knowledge of the reaction kinetics are assumed. A Lyapunov-based adaptive control technique is used 

to approximate the unknown kinetics and to steer the system to its unknown Extremum.The used technique ensures 

convergence of the system to an adjustable neighbourhood of its unknown optimum. 

 

 

Model description 

Schematic of model of cell growth and division 

 

 

 

 

 

 

 

 

 

 

 

 

 

A cell population consists of individual cells. Each cell of the population undergoes the so-called cell cycle, during which it grows 

and after a certain point, it divides and partitions  its cellular material into two daughter cells, each of which enters its own cell                    

 

cycle. 

Let us consider a cell population growing in bioreactor. The cells are distinguishable from each other in terms of their mass  

or any other property of the cell, which obeys the conservation law. 

 

The cell population Dynamics are given by: 

 

 

 

 

                                                                                                                                                                                                                                                  

 

 

 

 

 

With the initials and bondaries conditions  

                          %(m,0) =% &    ;    r(1,S)N(1,t) = r(0,S)N(1,t) = 0   ;  ' 0 = '& 

 

 

 

 

 

 

 

 

And let us define the zeroth moment  

                                                                     (& = ∫ % *, +   -*
!

&
                                                                                                                                           

Such that  

                                                          (&̇ = −1( & + + ∫ G(m, S)N(m,t) dm
!

&
 

 

   

    

    

    

    

• System equilibria. 

• Impose some assumptions. 

• Approximate the objective function in the equilibrium, using a 

Neural Network approximation technique (radial basis 

functions). 

• Estimate the unknown parameters in the approximation. 

• Estimate the gradient of the objective function, with respect 

to the substract concentration S. 

• Using Lyapunov stability, a controler is designed to bring the 

process, to points where the gradient vanishes, and where the 

second order derivatives of 3 is negative. 

 

• Under some mild assumptions we succeeded to design an adaptive Extremum Seeking control that 

seek the optimum of the objective function, in this case the maximum number of cells produced in 

this bioreactor. the proposed adaptive Extremum seeking controller guarantees the exponential 

convergence of the production rate of the bioreactor to an adjustable neighborhood of its 

maximum. And convergence of errors to an adjustable neighborhood of zero. 

Design algorithm 

Results and Conclusions 

Simulation results 
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Abstract : In this poster we address the problem of stabilization of Irreversible Port Hamiltonian Systems

(IPHS) by the so called Interconnection and Damping Assignment Passivity Based Control (IDA-PBC). In

particular we define a new IDA-PBC design procedure adapted with the special structure of these IPHS, and

we derive conditions on a matrix named the dissipation matrix such that the system is stabilizable via energy

balancing.

Introduction

In this work we are interested in the problem of stabilization of irreversible port hamiltonian systems via the

generalization of IDA-PBC technique, first proposed in [1] for systems represented in port hamiltonian form,

and extensively studied in [2] for port hamiltonian systems where the control acts through the interconnection

structure.

The basic idea of IDA-PBC for port hamiltonian systems [1, 2] is to control their behavior by assigning a

desired closed loop structure in the following sence : Firstly, an interconnection and damping matrices are

selected, after that a PDE parametrized by the chosen matrices is derived. Finally from the family of solutions

of the obtained PDE an energy function is selected in such a way it satisfies the minimum requirement, and it

will be used to compute the static state-feedback control.

Main Objectives

1. Extend the IDA-PBC method to IPHS.

2. Look for conditions under which the energy function of the closed loop system is at the same time constant

and equals to the difference between the stored and supplied energy.

3. Stabilize the system at non zero equilibrium.

Background

The input affine representation of IPHS is defined by the dynamic equation and output relation :

ẋ = R(x,
∂U

∂x
,
∂S

∂x
)J

∂U

∂x
+ g(x,

∂U

∂x
)u(t), (1)

y = gT (x,
∂U

∂x
)
∂U

∂x
(x)

where :

1. x(t) ∈ R
n is the state vector,

2. u(t) ∈ R
m is an input a time dependant function, g(x, ∂U∂x ) ∈ R

m,

3. U(x) ∈ R,S(x) ∈ R represent respectively the internal energy (the hamiltonian) and the entropy functions,

4. J ∈ R
n × R

n is a skew symmetric matrix, structure matrix of the Poisson bracket {., .}J , where

{S, U}J = ∂ST

∂x (x)J ∂U
∂x (x).

5. R = R(x, ∂U∂x ,
∂S
∂x) is the product of a positive definite function γ and the Poisson bracket of S and U .

R(x,
∂U

∂x
,
∂S

∂x
) = γ(x,

∂U

∂x
){S, U}J (2)

with γ(x, ∂U∂x ) : R
n × R

n −→ R
n, γ ≥ 0, a non linear positive function.

By construction IPHS satisfies the first and second principles of thermodynamic which are given respectively

by :

dU

dt
= yTu, (3)

dS

dt
= R(x,

∂U

∂x
,
∂S

∂x
)
∂ST

∂x
J
∂U

∂x
+
∂ST

∂x
g(x,

∂U

∂x
)u(t), (4)

= γ(x,
∂U

∂x
){S, U}2J + (gT (x,

∂U

∂x
)
∂S

∂x
)Tu

where γ(x, ∂U∂x ){S, U}2J = σ(x, ∂U∂x ) ≥ 0.

The system (1) is said to be stabilizable via energy balancing if

∫ t

0
uT (s)y(s)ds = U(x(t))− U(x(0)), ∀t ≥ 0. (5)

Main result

Our main objective in this section is to find a control u = β(x) such that the closed loop dynamics is an IPHS

of the form

ẋ = (−σM +RJd)
∂Ud

∂x
(x), (6)

where Ud(x) has a strict local minimum at the desired equilibrium x∗, Jd(x) = −JTd (x) and M(x) = MT (x) ≥
0 are respectively the desired interconnection and dissipation matrices.

Controller design

Proposition 1. Consider the IPHS (1), and let x∗ ∈ R
n be the desired equilibrium to be stabilized. Assume

there exist functions β(x), Ja(x),M(x) and a vector function K(x) satisfying

(−σM +R(J + Ja))K(x) = −(−σM +RJa)
∂U

∂x
(x) + g(x,

∂U

∂x
)u(t) (7)

and such that

1.

Jd(x) := J(x) + Ja(x), (8)

M(x) := MT (x) ≥ 0. (9)

2. K(x) is the gradient of a scalar function. That is

∂K

∂x
(x) = [

∂K

∂x
(x)]T . (10)

3. (Equilibrium assignment) K(x) at x∗ satisfy

K(x∗) = −
∂U

∂x
(x∗). (11)

4. The jacobian of K(x), at x∗, verifies

∂K

∂x
(x∗) > −

∂2U

∂x2
(x∗). (12)

Then the closed loop system is an IPHS of the form (6), where

Ud(x) := U(x) + Ua(x) (13)

and
∂Ua

∂x
(x) = K(x). (14)

Furthermore, x∗ will be a (locally) stable equilibrium of the closed loop. If in addition, the largest invariant

set under the closed loop dynamics contained in

{x ∈ R
n : [

∂Ud

∂x
(x)]TM(x)

∂Ud

∂x
(x) = 0} (15)

equals {x∗}, x∗ will be asymptotically stable.

Remark 1. – The target system (6) is chosen in such a way that the irreversible port hamiltonian nature and

structure of the original system are preserved.

Necessary condition for energy balancing stabilization

Proposition 2. Consider the IDA-PBC of the last proposition (1). Assume there exist a dissipation matrix

M(x) = MT (x) ≥ 0 and a skew symmetric matrix Ja(x) = −JTa (x). Then the IDA-PBC technique of propo-

sition (1) is an energy balancing if

M(x)
∂U

∂x
(x) = 0, M(x)

∂Ua

∂x
(x) = 0 (16)

Remark 2. The construction of the matrices M,Ja may be done as follows : Firstly, for a given Ud, choose

the matrix function M(x) being orthogonal on ∂U
∂x = 0, and after that solve the matching equation (7) to get

Ja. The condition M(x)∂Ua
∂x = 0 will be used to verify our computation.

Sufficient condition for energy balancing stabilization

Consider the nonlinear system {
ẋ = f (x, ∂U∂x ,

∂S
∂x) + g(x, ∂U∂x )u

y = h(x, ∂U∂x )
(17)

Proposition 3. Assume (17) is a passive systems with differentiable storage function U(x). Let x∗ be an ad-

missible equilibrium of (17). If there exist a vector function β(x) such that

– The PDE

[f (x,
∂U

∂x
,
∂S

∂x
) + g(x,

∂U

∂x
)β(x)]T = −(g(x,

∂U

∂x
)β(x))T

∂U

∂x
, (18)

is solvable for Ua(x).
– The function Ud(x) has a minimum at x∗. Then, the control law u = β(x) is an energy balancing stabilizer

for the equilibrium x∗.

Conclusions

We have defined for IPHS an IDA-PBC methodology that takes on account the structural thermodynamical

properties of these IPHS. The construction is done in such a way that the irreversible hamiltonian structure

is preserved, indeed the target system is also an IPHS, which facilitates for us the design and give us more

freedom in the choice of the control law.

Forthcoming Research

See if the universal stabilizer property of IDA-PBC, that is IDA-PBC generates all asymptotically stabilizer

controller for IPHS, is preserved for IPHS.
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Motivation

* New approach for determining the null con-
trollability conditions of a perturbed problem
in Epidemiology.

* The use of the Lions method to find null
controllability for a problem in Epidemiology
SIR.

* Interesting properties of the Lions method.

Objectives

* Application of this new approach to academic
and real examples to find the null controllability.

* Comparison to state-of-the-art methods.

Preliminaries

Definition 1 We say that S is defined by

S (λ, τ) =

∫

Q

(h0χO + vχω)N(λ, τ)dxdt (1)

Definition 2 We say that S is defined by the

sentinel h, O, and ω if there is a control v such

that the pair (v, S) satisfies :

∂S

∂τ
(0, 0) = 0, ∀ N̂o ∈ L2 (Ω) ,(2)

‖v‖L2(ω×(0,T )) = min
uǫL2(ω×(0,T ))

‖u‖ (3)

Proposition 1 Let q be the solution of the ad-

joint problem then the problem of existence of a

sentinel insensitive to the missing term is equiv-

alent to a controllability problem, that is to say

q(0) = 0, in Ω. (4)

Main problem

Let us consider the following system that models the state of the infected population :





∂tN − δ∆N = λÎ in Q,

N (0) = τ Ŝ0 + I0 +R0 in Ω,
N = 0 on Σ

where Ω is a bounded open subset of Rn , Q = Ω× [0, T ], T > 0 large enough, and Σ = ∂Ω×]0, T [.

S, I and R represent the number of people that they involve coupled equations relating the number
of susceptible people, the number of people infected, and the number of people who have recovered
respectively, and N(t) = S(t) + I(t) +R(t).

Main results

Proposition 2 Let be ρ ∈ V , the unique solution . Then the couple (v, q) given by

v = −ρχω (5)

and by

q = Lρ (6)

is the unique solution to the null-controllability

We suppose that the density of population N is observed on O and ω with observation :

Nobserved = m0.

∫

Q

Nλ(h0χO + vχω) =

∫

Q

(h0χO + vχω)(m0N0)dxdt = 〈q, λÎ〉

which contains the information on λÎ.
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Med. El. Danine, A. Bernoussi, A. Bel fekih
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Résumé

Dans ce travail, et pour des systèmes de dimensions finies

non nécessairement observables, une nouvelle approche

est développée pour généraliser la notion d’observabilité.

La définition d’un sous espace observable est donnée, des

caractérisations sont établies et des résultats sont prouvés.

Une reconstruction partielle de l’état est présentée.

1. Introduction

L’analyse d’un système dynamique utilise plusieurs

concepts dont le concept d’observabilité. L’étude des

systèmes observables a été faite et a déduit des ca-

ractérisations de cette classe de systèmes. Mais pour les

systèmes non observables la question restait ouverte.

Un système de dimension finie non observable n’est

sûrement pas ”totalement non observable”, il serait obser-

vable sur certains sous espaces au sens d’une certaine

définition qui généralise celle de l’observabilité à donner.

Nous donnons ci-dessous une telle généralisation.

2. Système considéré

Soit A ∈ M(n, n), le système considéré est décrit par les

deux équations suivantes :

(S)

{
ż(t) = Az(t), ∀t ∈]0, T [
z(0) = z0

(E) y(t) = Cz(t), ∀t ∈]0, T [.

avec C ∈ M(n, p) et T > 0.

Notons K un opérateur défini par :

(Kz0)(t) = CStz0 , pour tout 0 ≤ t ≤ T.

Notons aussi M = K∗K.

3. Définitions et propriétés

Définition 1 On dit que le système observé (S)+(E) est ob-

servable sur H pendant l’intervalle de temps [t0, T ] si deux

états du systèmes sur [t0, T ] qui donnent une même sortie

ont la même projection sur H pendant [t0, T ] :

( y (t) = ỹ (t) , ∀t ∈ [t0, T ] ) =⇒ ( PHz (t) = PH z̃ (t) , ∀t ∈ [t0, T ] )

on dira alors que H est observable sur [t0, T ].

Pour un sous espace H de R
n introduisons les matrices

GH carrée d’ordre n et QH de type n2 × n :

GH =

∫ T

t0
e(t−t0)A

T

(PH)TPHe(t−t0)Adt , QH =




PH
PHA

...

PHAn−1




(1)

On sait que le système est observable sur H = R
n (ou

totalement obsérvable) si, et seulement si, la matrice d’ob-

servabilité :

O =




C
CA

...

CAn−1


 (de type q × n)

est de rang n

Proposition 1 Les propositions suivantes sont équivalentes :

1. H est observable ;

2.

Ker (M) ⊆
⋂

t06t6T

Ker
(
PHe(t−t0)A

)
(2)

3.
n⋂

k=1

Ker
(
CAk−1

)
⊆

n⋂

k=1

Ker
(
PHAk−1

)
; (3)

4.

Ker (M) ⊆ Ker (GH) ; (4)

5.

Ker (O) ⊆ Ker (QH) . (5)

Proposition 2 Soient H1 et H2 deux sous espaces vecto-

riels de R
n.

1. Si H1 ⊆ H2 et H2 observable alors H1 est obser-

vable ;

2. Si H1 ou H2 est observable alors H1 ∩H2 est obser-

vable ;

3. Si H1 et H2 sont observables alors leur somme H1 +
H2 est aussi observable.

Proposition 3 • Le sous espace Im (M) est obser-

vable. C’est le plus grand sous espace observable ;

Il contient tous les sous espaces observables.

• Tout sous espace H de R
n est une somme directe

orthogonale H = H0 ⊕H1 avec H0 observable et H1
non observable et ne contenant aucun sous espace

observable. Cette décomposition est unique.

4. Reconstruction des projections de l’état

Définition 2 Soit ymes une mesure obtenue sure ]t0, T [. On

appelle espace des états initiaux correspondants à la me-

sure ymes l’ensemble de tous les états initiaux qui peuvent

donner cette mesure :

Xmes = {z0 ∈ R
n / Kz0 = ymes} (6)

Proposition 4 Les vecteurs de Xmes sont caractérisés par

l’équation normale

Mz0 = K∗ymes

Proposition 5 1. Pour un vecteur quelconque z0 ∈ Xmes

fixé, on a

Xmes = z0 + Ker (M) (7)

2. Xmes est un fermé convexe de R
n ;

3. Les état initiaux de Xmes engendrent des états du

système dont les projections coincident sur tout sous es-

pace vectoriel observable H :

∀z0, z̃0 ∈ Xmes : PHe(t−t0)Az0 = PHe(t−t0)Az̃0 sur [t0, T ]
(8)

Définition 3 ( et notations) • On appelle partie visible

de l’état initial du système correspondant à la mesure

ymes sur [t0, T ] , et on note z⋆ (t0) , l’élément de Xmes

qui minimise la norme sur Xmes :

z⋆ (t0) ∈ Xmes et ‖z⋆ (t0)‖ 6 ‖z0‖ , ∀z0 ∈ Xmes

(9)

• On note par z⋆ (t) l’état du système engendré par la

partie visible de l’état initial :

z⋆ (t) = e(t−t0)Az⋆ (t0) , t > t0

Théorème 1 1. Nous avons

Im (M) ∩Xmes = { z⋆ (t0) } (10)

2. z⋆ (t0) coincide avec la projection orthogonale de

z (t0) sur Im (M) ;

3. Tous les vecteurs de Xmes ont z⋆ (t0) pour projection

orthogonale sur Im (M) :

∀z0 ∈ Xmes : PIm(M) (z0) = z⋆ (t0)

Proposition 6 La partie visible de l’état initial admet pour

expression

z⋆ (t0) =
[∫ T

t0
e(τ−t0)A

T

CTCe(τ−t0)Adτ
]+

∫ T
t0
e(s−t0)A

T

CTymes (s) ds
(11)

Notons λ1, . . . , λr les valeurs propres non nulles, distincts

ou confondues de M, qu’on ordonne

λ1 > λ2 > . . . > λr > 0

(où r = rg (M) = rg (O)).
On sait que M se décompose

M = UDUT (12)

avec U,D ∈ Mn (R) , U orthogonale (UUT = In) et D dia-

gonale de la forme

D =

[
Λ O
O On−r

]
où Λ =




λ1
. . .

λr


 ∈ Mr (R) (13)

Posons

U =

[
Q L
G R

]
, z⋆ (t0) =

[
x1
x2

]
, K∗ymes =

[
u
v

]
(14)

avec

Q ∈ Mr (R) , R ∈ Mn−r (R) , G ∈ Mn−r,r (R)

L ∈ Mr,n−r (R) , x1, u ∈ R
r , x2, v ∈ R

n−r

Proposition 7 La partie visible de l’état initial peut être cal-

culé par

z⋆ (t0) =

[
Qw
Gw

]
avec w = Λ−1

[
QTu +GTv

]

où Q,G sont les matrices apparaissant dans les

décompositions (12)(13)(14) de la matrice M et u, v dans

R
r × R

n−r du vecteur

∫ T

t0
e(s−t0)A

T

CTymes (s) ds

Théorème 2 La projection orthogonale de l’état sur un sous

espace observable H se détermine, dans l’ordre, par :

1.

z⋆ (t0) =

[∫ T

t0
e(τ−t0)A

T

CTCe(τ−t0)Adτ

]+ ∫ T

t0
e(s−t0)A

T

CTymes (s) ds

où B+ désigne le pseudo inverse de B.

2.

z⋆ (t) = e(t−t0)Az⋆ (t0) , t > t0

3.

PHz (t) = PHz⋆ (t) , t > t0

Corollaire 1 Si l’état du système est localisé dans un sous

espace observable H à un instant t ∈ [t0, T ] , alors il est

donné par

z (t) = PHz⋆ (t)

Théorème 3 La partie visible de l’état se détermine par

zv (t) = PIm(M)z
⋆ (t) , t > t0

et la projection orthogonale de l’état sur un sous espace

observable H se détermine par

PHz (t) = PHzv (t) = PHz⋆ (t) , t > t0

5. Conclusion et Perspectives

L’application la plus importante de la notion d’observabilité

partielle est le fait qu’on peut observer une partie de l’état

du système même si le système n’est pas totalement ob-

servable ce qui permet dans beaucoup de cas d’avoir une

bonne idée sur l’éta du système.

Comme perspectives on peut étudier le cas des

systèmes à paramètres distribués ou même des systèmes

non linéaires.
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Abstract

In this work, we investigate the question of designing a positive Luenberger like observer for a class of infinite-dimensional linear positive systems. The existence of
such positive observers is proved by specific choice of the observer gain and using positive bounded perturbation results. We show also that the error of the observer
converges exponentially to zero. Finally, the main result is applied to an isothermal tubular (bio) reactor model, namely plug-flow (bio) reactor model. The approach
is illustrated by some numerical simulations.

1. Motivation

P
ositive linear systems are linear dynamical systems whose states and outputs are nonnega-
tive whenever the initial condition and input control are nonnegative. Such positive systems

appear in several fields, as the positivity property occurs quite frequently in practical applications
where the state variables correspond to quantities that do not have real meaning unless they are
nonnegative, e.g. populations, concentrations, temperatures, cell birth etc.
Objective: Design a positive observer for a class of infinite-dimensional linear positive systems.
The state of the system is not accessible + positive =⇒ positive state estimation (observer)

2. Preliminaries

Let us consider the linear infinite dimensional system described by the following equation:{
ẋ(t) = Ax(t) x(0) = x0 ∈ H

y(t) = Cx(t)
(1)

Where

•A is the infinitesimal generator of a C0-semi group (TA(t))t≥0 on H that satisfies

∀ t ≥ 0 ‖ TA(t) ‖≤ Me−ωt (2)

•C ∈ L(H, Y ) the output operator;

• (H, ‖·‖) is Banach lattice space with positive cone H+ = {x ∈ H | 0 ≤ x} ;

The system (1) is said to be positive if ∀x0 ∈ H+ if the corresponding trajectory x(t) ∈ H+ and
the output y(t) ∈ Y + for all t ≥ 0.

Figure 1: Observer design

Our aim is to construct a positive observer for the system given by (1) of the following form:
{
ż(t) = (A + LC)z(t) + LCx(t)

z(0) = z0 ∈ H
(3)

Where L ∈ L(Y,H) is the observer gain.

The system given by (3) is a positive observer if the error e(t) = x(t) − z(t) converges to zero
and (3) is a positive system. i.e (TA+LC(t))t≥0 and LC are positive.
The error e(t) satisfies the following equation

{
ė(t) = (A + LC)e(t) + 2LCx(t)

e(0) = z0 − x0 := e0
(4)

3. Main result

1. Consider the positive system given by (1). If G = gI, g ∈ R
∗
+, where I is the identity operator

of H, is an operator such that g < ω
βM , then the system given by

{
ż(t) = (A +GC∗C)z(t) +GC∗Cx(t)

z(0) = z0
(5)

is a positive observer of the system (1).
Where the positive constant β is such that : ‖ C∗C ‖≤ β, M and ω are given by (2).

2. If the system given by (3) is a positive observer with gain L = gC∗, then for every positive
linear operator L1 that satisfying the condition L1 ≤ L, the following linear system

{
ż(t) = (A + L1C)z(t) + L1Cx(t)

z(0) = z0
(6)

is also a positive observer of the system given by (1).

4. Application to an isothermal Plug-Flow (bio) reactor

The dynamics of the process in such reactor are described by the following PDEs:



∂x1(s,t)
∂t = −ν

∂x1(s,t)
∂s − k0x1(s, t)

∂x2(s,t)
∂t = −ν

∂x2(s,t)
∂s + bk0x1(s, t)

x1(s = 0, t) = 0, x2(s = 0, t) = 0
x1(s, t = 0) = x10, x2(s, t = 0) = x20

(7)

The model given by (7), can be reformulated as an abstract linear differential equation on the
space H = L2[0, 1]× L2[0, 1] on the following form

{
ẋ(t) = Ãx(t) , x(0) = x0

y(t) = Cx(t)
(8)

Where x(t) =

(
x1(·, t)
x2(·, t)

)
and Ã is the linear operator defined by

Ã :=

(
Ã11 0

Ã21 Ã22

)
:=

(
−ν d·

ds − k0I 0

bk0 −ν d·
ds

)
(9)

And C is a linear operator defined by

Cx :=

∫ 1

0
1[1−ǫ,1]x(s)ds (10)

The observer (11) has the following explicit form:



∂z1(s,t)
∂t = −ν

∂z1(s,t)
∂s − k0z1(s, t) + gC∗

1C1z1(s, t) + gC∗
1C1x1(s, t)

∂z2(s,t)
∂t = −ν

∂z2(s,t)
∂s + bk0z1(s, t) + gC∗

2C2z2(s, t) + gC∗
2C2x2(s, t)

z1(s = 0, t) = 0, z2(s = 0, t) = 0
z1(s, t = 0) = z10, z2(s, t = 0) = z20

(11)

5. Simulation results

Figure 2: Evolution of the error on reactant and product concentrations

6. Discussions & conclusion

1. The choice of the observer gain L = gC∗ in such that g belong to the interval
]
0, ω

Mβ

[
is limited, as a consequence the choice of the observer gain is also limited.

2. If A is a generator of a positive contraction C0-semi group exponentially stable, then we show that we can set M = 1 in the result 1.

3. If A is a generator of contraction C0-semi group with an uniformly dissipative generator i.e 〈Ax, x〉 ≤ −γ||x||2, ∀x ∈ D(A), then we show that we can set M = 1 in the result 1.

4. The main result has been successfully applied to a chemical Plug-Flow reactor model.

5. The problem of extending the approach developed in this paper to a class of positive semilinear distributed parameter systems is currently under investigation.
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Introduction 
     Positive systems are a wide class of systems in which state variables and outputs are constrained to be positive, or at least 
nonnegative for all time whenever the initial states and inputs are nonnegative. Many practical systems in engineering, 
management science, economics, social sciences, compartmental analysis in biology and medicine, can be meddled as positive 
systems. In this work, necessary and sufficient conditions for output reachability and null output controllability of positive 
linear discrete systems with delays in state, input and output are established, and we show that output reachability and null 
output controllability together imply output controllability. 

 

 
 

 

 
 
 
    We consider the positive discrete linear delay system 
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where !" 2 5#@  is the system state, ." 2 5#6 is the input, D" 2 45#J , 

&' 2 5#@×@ (: 2 ;+)) are the matrices of the state, -' 2 5#@×6 

(: 2 ;+/) are the matrices of the input, E' 2 5#J×@ (: 2 ;+F) are the 

matrices of the output, G' 2 5#J×6 (: 2 ;+H) are the matrices of 

the feedthroug, ;KL = M0 M , B0� 0 N 0 with M O N0 M0 N 2 3. 
 
   In this work we discuss a fundamental question for dynamic, 
positive systems modeled by (1) and (2). Is it possible to 
transfer  the output of the system from a given initial value to 
any other output? 

  We prove that for any 1 2 3, we have 

D" = P"#$!Q , R".+"#$0 
with  

P" 2 5#J× @ )#$ #6/ 04 
!Q = !+0 !($0 � 0 !()0 .($0 � 0 .(/ S 2 5#@ )#$ #6/ 04 

 

R" 2  5#J× "#$ 604 
and  

.+"#$ = .+0 .$0 � 0 ." S 2 5#"#$ 6T 
 
 

In many engineering applications, it is needed to direct the output of the systems 
toward some desired value 

   The output controllability of positive discrete linear systems with delays has been considered. Necessary and sufficient 
conditions for the positivity of discrete systems have been established. Criteria for output reachability and null output 
controllability of the positive discrete systems have been also proved. It has been shown that output reachability and null output 
controllability together imply output controllability.    

  

                  Results and discussions 
Output reachability  
Definition. The positive system (1), (2) is said to be output 

reachable if there exists U 2 3# such that for any final output 

DV 2 5#J 0 there exists an input sequence ." 2 5#6 , i 2 ;+W($0 
which steers the output of the system fom !(' = X0 : 2 ;+), with 

.(' = X for : 2 ;$/to4DV. 
 
Theorem. The positive system (1), (2) is output reachable if 

and only if for some U 2 3#, the output reachability matrix RW 
includes a monomial submatrix of order 9 × 9. 
 
Null output controllability 
Definition. The positive system (1), (2) is said to be  null 

output controllable if there exists U 2 3# such that for any 

initial state !(' 2 5#@ 0 : 2 ;+)and any initial input .(' 2 45#60 : 2
;$/ 04there exists an input sequence ." 2 5#6, i 2 ;+W($0 which 

steers the output of the system fom !(' to zero. 
 
Theorem. The positive system (1), (2) is null output 

controllable if and only if for some U 2 3#, the null output 
controllablity matrix PW4is null. 
 
Output controllability 
Definition. The positive system (1), (2) is said to be output 

controllable if there exists U 2 3#4 such that for any 

nonnegative initial state !(' 2 5#@ 0 : 2 ;+) and any initial input 

.(' 2 45#60 : 2 ;$/ 04 there exists an input sequence ." 2  5#6 , 

i 2 ;+W($ which steers the output of the system fom !(' to the 

desired final output DV 2 5#J . 
 
Theorem. The positive system (1), (2) is output controllable if 
and only if it is output reachable and null output controllable. 
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Abstract 

 

  Controllability of positive system s is applied only when the state and input are nonnegative for all time. So in the applications, the need of positive input is often overly restrictive. In this paper we study a 

new vision of positive state controllability of positive systems. We use a connection between positive state controllability and positive input controllability of a related system, wish help us to obtain a 

controllability criteria like Kalman. Finally, we apply this study in an example. 
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Exemple: 

Let the pair ($, %)!given by    !A = 1 1 12 0 00 1 0  ,  and  !b = 100   

The reachability matrix %!$%!$²% = 1 1 30 2 20 0 2  of ($, %) is upper triangular, and!!&','> 0!!*!+ = 1�-!! 
.-/!!&"," × &4,56"= &",5746" × &4,4 !!*8 9 :!, 8 = 1�-! are verified.  

So -after the above theorem- the pair ($, %) +;!<?;+@+BC!;@.@C!DC.EF.%+G+@H. 

We can check that, by using the results in [1]. 

We obtain  I = [1!1!1] wish gives  JK = J L MN = 0 0 02 0 00 1 0 O 0   such that the relative pair JK, M  is a positive 

system, and the  reachability matrix  M!JKM!JKPM = 1 0 00 2 00 0 2   is monomial ,  

so we conclude -after the above corollary- that  the pair $, % +;!<?;+@+BC!;@.@C!DC.EF.%+G+@HQ 

Corollary: 

 

Under the assumption (H),  

The pair (A,B) is positive state contollability if and only if the matrix [R!JKR!�!JKS7#R]! is monomial. 

  The concept of controllability  introduces the ability of dynamic systems to have its state driven from any initial state 

to any final state , so controllability  of dynamic systems prove that  if  a controller can be applied to generate  a desired 

state space behaviour. For linear systems the formulation of controllability concept dates back to Kalman [2]. But the 

problem is that, controllability does not  respect any nonnegativity of  systems, where the state and input variables 

correspond to nonnegative quantities. This problem motivited the development of positive systems, were now existe 

several textbooks on this subject (for exampl [3,4,5]). 

  Controllability of positive systems, that is positive input controllability is more limited than the general case, but the 

situation is well understood (see [6,7]) that the important in the positive systems is that the state and input variables 

must both be nonnegative. 

  Under the constraint that just the state must be nonnegative, we call that positive state controllability [1], there are 

many papers ( for example [8,9,10,11]) were the state is nonnegative but the control T can take a negative value. The 

study of positive state controllability is in the positive cone of the space, and not in the space of the input and state, so 

it is not clear that the positive input controllability is applicable. So the important key that this paper is based on,is that 

the positive state controllability is equivalent to positive input controllability of a related positive system, under certain 

assumption. By using this approach, we characterise the Reachability of systems were the input can take a negative 

value, under the constuction that the state must remain nonnegative. 

But, all this is based only on the existence of matrix U (with contraints) wish gives a relative positive system with 

positive matrix  JK = J L RU! and positive control VW, that give us the ability to check  the positive input  controllability. 

In this paper we try to find a new characterisation of positive state controllability of (J, R), were we don’t have the 

need of a related positive system, So we started by  the  characterisation of positive state reachability of system (J, M)!with simple input V, as result we obtain the following theorem: 

 

Problem and result 

 
Let the controled system 

                                                      X : Y 1 = $X : Y ZT(:) 
Where X!, $!, %  are nonnegative , the control T can take a negative value. So we can’t apply the controllability  theory 

of positive systems (positive input  controllability) to this system because the controler can take a negative value. The 

solution of this problem is treated by Guiver & all [1], they used the following assumption : 

 

 

\ !!^_`acS!dec!fg`h! J, R i jS×S × jS×k!l`de!J,R O m!!dechc!cn`odoU i jk×S!oVpe!degd!l`de!JK = J L RU!!Mqde!!JK O m!gSr!`N!a i jS6l i jk!ogd`oNs!!JKa Y Rl O m!!decS!!l O m,  

 

 

To prove that : The state trajectories of (J,R)!from the initial state nm i jS6 with nonnegative state are 

precisely the state trajectories of (JK, R)!from the initial state nm i jS6 with nonnegative control, and 

conserving the  nonnegativity of state. 

The consequence of this, is that (under assumption (H)) results for positive state controllability of the pair (J,R)!follow from existing results for positive input controllability for the pair (JK,R). 
 

 In this case we can apply the controllability theory of positive system ( positive input controllability) to the related 

positive system (JK, R)!and that is equivalent to positive state controlabillity of (J, R)!under the assumption (\), so by 

using  Kalman’s controllability theory, we conclude the following corollary : 

 

Theorem: 

 

The pair (J, M)!is positive state reachability if and only if the reachability matrix 

M!JM!�!JS7#M = t#,# u t#,Sv w vm u tS,S  is upper triangular such that !!t`,`> m!!*!` = #�S!!,!
gSr!!t#,# × tx,y6#= t#,y7x6# × tx,x!!*x 9 y!, x = #�S!.  

Finally we apply this result on the following  example:  
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